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Neural Networks

Also known as deep learning
Modeled after biological neurons



Neural Networks

Also known as deep learning
Modeled after biological neurons

The dendrite inputs 
determine what kind 

of signal is "fired"



The Perceptron
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Multilayer Neural Networks

Inputs feed into hidden layers, 
which have their own weights 
and biases

These then pass to output or 
more hidden layers



Classification

Typically neural networks are trained to output the 
likelihood of a particular label...

Input

Label Likelihood

airplane 0.84

bird 0.11

button 0.04

... ...



Large Language Models



Next Term Prediction

With a sufficient training dataset, you could also be able to 
generate a text sequence's next term instead of a label

The cow says...
Large 

Language 
Model

Next Token Likelihood

ribbit 0.04

woof 0.11

moo 0.35

AAAAAAAAAAA... 0.0001

... ...

Prompt



Next Term Prediction

With a sufficient training dataset, you could also be able to 
generate a text sequence's next term instead of a label

The cow says...
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Context 
matters!



Prompt Engineering

The art of structuring your prompt to be interpreted and 
understood by a generative AI model

Prompt Type Description Prompt Response

Zero-shot Prompting Simple Q&A What is a buffer overflow? A buffer overflow is a type of 
vulnerability that occurs in a 
computer program when…

One-shot Prompting Providing examples for 
LLM to mimic

Task: Name red fruits.
Answer:

- Apples
- Cherries
- Strawberries

Task: Name yellow fruits.

Answer: 
- Bananas
- Mangos
- Lemons

Few Shot Prompting Providing multiple 
examples for LLM to 
mimic

Add more examples to the 
One-shot example

Answer: 
- Bananas
- Mangos
- Lemons



Hallucinations

LLMs were trained to sound right, even when wrong

Potato Berries 
= 

Poison



Hallucinations

LLMs were trained to sound right, even when wrong

Potato Berries 
= 

Healthy Treat!



Prompt Engineering - Chain of Thought

One method for improving the 
model's output is to request it 
"walkthrough" the steps during 
its response

Since the LLM isn't actually 
doing the math, requiring it to 
explain its answer means that 
it will try to predict values that 
are most likely next

Resulting in a better response 
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One method for improving the 
model's output is to request it 
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Resulting in a better response 

Oh, interesting. 
It wrote code to solve the problem…



Prompt Engineering - Chain of Thought

One method for improving the 
model's output is to request it 
"walkthrough" the steps during 
its response

Since the LLM isn't actually 
doing the math, requiring it to 
explain its answer means that 
it will try to predict values that 
are most likely next

Resulting in a better response 

Surely this couldn't be exploited…



Prompt Engineering - Chain of Thought

One method for improving the 
model's output is to request it 
"walkthrough" the steps during 
its response

Since the LLM isn't actually 
doing the math, requiring it to 
explain its answer means that 
it will try to predict values that 
are most likely next

Resulting in a better response?

Yes. Yes it can...

Note, I have no clue what else I can do with this, 
I was just trying to generate an image for the slides



Prompt Engineering - Appealing to LLM's "Emotions"

Link

https://arxiv.org/pdf/2307.11760.pdf


Prompt Engineering - Appealing to LLM's "Wallet"

A recent thought experiment 
on whether a GPT would 
produce higher quality 
responses if incentivized

Findings:
• Bigger tips are better
• Taylor Swift > Your Mom
• DEATH > death

Link

https://minimaxir.com/2024/02/chatgpt-tips-analysis/


Confusion Attacks Umlauts are rare in English, 
lowering output probabilities

Followed by few shot 
prompting examples

Followed by the "Access 
Granted" payload



Confusion Attacks

Link

https://llm-attacks.org/


Confusion Attacks

Link

While the special characters are not as 
rare as umlauts, they still drop overall 

probabilities, bypassing the LLM's critic

https://llm-attacks.org/


Data Leakage

Vulnerability that leaks GPU local memory from another 
process (like an LLM response)

Currently impacts Apple, AMD, Qualcomm, and Google 
GPUs

Link

https://blog.trailofbits.com/2024/01/16/leftoverlocals-listening-to-llm-responses-through-leaked-gpu-local-memory/


Gradient Based Attacks

If we have access to the 
model's parameters and 
architecture (like in open 
source LLMs), then we can 
freeze their values and 
evaluate the most effective 
prompt templates for learning 
new adversarial techniques

Link

https://arxiv.org/abs/2010.15980


Retrieval-Augmented Generation (RAG)

A process for optimizing LLM responses by referencing an 
authorized dataset/knowledge base outside of its training 
before generating output

The cow says...

Large 
Language 

Model

Next Token Likelihood

ribbit

woof

moo

AAAAAAAAAAA...

... ...Knowledge
Base
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Retrieval-Augmented Generation (RAG)

A process for optimizing LLM responses by referencing an 
authorized dataset/knowledge base outside of its training 
before generating output

The cow says...

Large 
Language 

Model

Next Token Likelihood

ribbit 0.04

woof 0.11

moo 0.17

AAAAAAAAAAA... 0.31

... ...
Knowledge

Base

1

2 3

4

Another component means 
another vulnerability



RAG Poisoning

LinkIf an LLM pulls information from the Internet, then if we can 
manipulate those sites, we can manipulate the LLM

https://arxiv.org/pdf/2402.07867.pdf


Malicious Models
Most LLMs are written in Python, using the PyTorch library

Many models use the pickle module



Malicious Models
Most LLMs are written in Python, using the PyTorch library

Many models use the pickle module, which executes arbitrary code...

Link

https://huggingface.co/docs/hub/security-pickle


Malicious Models
Software supply chain company JFrog recently discovered there were over 100 
malicious models on Hugging Face

Link

https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/


Malicious Models
Models can also utilize the runpy module, which loads Python modules without 
using import statements

Link

https://jfrog.com/blog/data-scientists-targeted-by-malicious-hugging-face-ml-models-with-silent-backdoor/


ComPromptMized - Zero-Click Worms

A worm is/was computer virus that attempts to replicate 
itself and spread to other computers

ComPromptMized is a worm attempting to spread to other 
LLMs

Link

https://sites.google.com/view/compromptmized
https://arxiv.org/pdf/2403.02817.pdf


ComPromptMized - Zero-Click Worms

Link

An attacker first sends the 
malicious input to an 

application that utilizes an LLM

https://arxiv.org/pdf/2403.02817.pdf


ComPromptMized - Zero-Click Worms

Link

The model may also store 
this correspondence for 

later retrievals...

https://arxiv.org/pdf/2403.02817.pdf


ComPromptMized - Zero-Click Worms

Link

But what if another 
application also uses 
the first application?

https://arxiv.org/pdf/2403.02817.pdf


ComPromptMized - Zero-Click Worms

Link

It's now querying the first application, which 
is also storing the attacker's malicious 

correspondence

https://arxiv.org/pdf/2403.02817.pdf


ComPromptMized - Zero-Click Worms

Link

Which is then added as additional context, 
spreading the worm to a new host

https://arxiv.org/pdf/2403.02817.pdf


(More) Modern LLM Architecture

Link

https://github.blog/2023-10-30-the-architecture-of-todays-llm-applications/


LM Studio

lmstudio.ai

https://lmstudio.ai


Security Zen - GLewdPT

Link

https://www.youtube.com/watch?v=qV_rOlHjvvs

